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1 Objective

The objective of this project is to apply and explore the concepts learnt in the last
semester and build a distributed system.

The project chosen was to build a completely peer to peer distributed cache
system. A cache is a high speed layer which stores a subset of data and increases
performance, reduce load and decreases latency to meet the every increasing
demand for scale and availability, modern cache systems are distributed in nature.

1.1 Main components

• Mock Database - A system which emulates a real distributed database. Acts
as source of truth for correctfullnes of data.

• Cache Node - Node on consistent ring which caches portion of the data

• Cluster Manager - Creates the node cluster and monitors them. It also
elastically increases or decrease nodes depending on load.

• Application Driver - Test application which fires queries rapidly on the sys-
tem

1.2 Experiments

I had planned a series of experiments to execute. Some of them were:

• Performance comparison on different cache replacement policies with differ-
ent request patterns

• Performance gain in response time depending on distribution

• Availability guarantees during partition or network failures

Some of the distributed concepts to use are gossip protocol, consistent hashing
with sharding and membership lists. Apart from this, multithreaded program-
ming, networking, latest C++ and design patterns will be explored in the project.
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2 Design

2.1 Cache System

I adopted a simple design. The cache will be a simple key-value store. The default
replacement policy will be Least Recently Used (LRU). Both the database and the
cache expose the same network interface hence making them interoperable. In
case of a cache miss, the cache will transparently look up the value in the database
and respond.

The mock database will be implemented as a Postgres database and as a simple
in memory C++ database.

2.2 Gossip Protocol and membership lists

The different nodes will be running gossip protocol in between them. The member-
ship lists and consistent ring details will piggy back on the heartbeat messages.
The membership lists will have the list of active nodes. The whole system can
detect failed nodes and new nodes in short time.

2.3 Query Execution Strategy

Since this is a complete peer to peer system, there is no master. Therefore there
is no single point of contact for a client application. There are broadly 2 design
approaches -

2.3.1 Strategy 1 - Application knows detailed information

Here the application knows details of all the nodes and can therefore send the
query to the exact target node. Advantage of this system is that there is lower
latency as there is no extra hops. Another advantage of the system could be that
the overall network load is lower. However disadvantage of the system is that
the application needs to be part of the cluster as well participating in the gossip
protocol even if its just for reading. Another disadvantage is that the application
logic gets complex.

2.3.2 Strategy 2 - Application knows little information

In this strategy, the application is aware of just a few nodes in the cluster. The
application can send a query to any of the nodes. The node then becomes the
coordinator for the request and forwards the query to the target node as per the
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ring. The disadvantage here is the extra hop. The advantage is the simplicity for
the application. I have adopted this strategy.

2.4 Performance Measurements

As I will be running tests on processes in my local system, performance is a little
tricky for many reasons. The main reason is that the local network in my host
system is an inaccurate representation of a real network. Firstly because the net-
work delays is very low. Second, postgres itself uses cache and therefore it will be
difficult to measure performance gain. Lastly, since we are running the processes
in the same system, there can in fact be an over all decrease in performance in
distribution. Therefore, in order to correctly measure performance, I have chosen
to artificially add delays in the database, cache and the network.
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3 Implementation

Modern C++ has been used to implement the cache system. Efforts have been
taken to make the system as flexible and robust as possible while keeping effi-
ciency in mind.

3.1 Multi-threading

Multi-threading has been used extensively in the system. Each node is a separate
process and it is multi threaded as well. One common requirement across the
different type of nodes is to have multiple threads serve requests.

In order to enable reuse, I made a MultiThreadedServerInterface. Any server
can become multithreaded simply by complying to the interface. In my system
both MockDatabase and MockDatabase are multithreaded.

Figure 3.1: MultiThreadedServerInterface
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ServerThreadPool implements the consumer-producer model for serving re-
quests using multiple threads.

Figure 3.2: Mock Database MultiThreaded using ServerThreadPool
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3.2 Cache System

When it comes to the cache itself, there isn’t much difference in the implemen-
tation between a single node and a distributed node. The following is the class
diagram for the cache system. Note that this isn’t the cache server itself, i.e. it
doesn’t serve any requests directly.

Strategy Pattern has been used here. CachePolicyInterface refers to the
cache replacement policy while DataConnectorInterface refers to the source
database.

Figure 3.3: Cache System

3.3 Gossip Protocol

The gossip protocol is arguably the most essential feature of any distributed sys-
tem. It is the de-facto dissemination protocol used. It works as follows.

If a system has N nodes, each node sends messages periodically to K random
nodes (K << N ). The gossip protocol states that the information is propagated in
the network within logK (N ) time. This is a protocol resilent to process or network
failures. It is also allows new nodes to join and leave the cluster seamlessly.

For the gossip protocol to work, each nodes needs to have a list of other active
nodes in the cluster. For this, it maintains something called a membership list.
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The membership list itself needs to remain up to date.

The gossip protocol has been implemented using something similar to observer
pattern. Any information that needs to be disseminated via gossip has to comply
to GossipArtifact interface. I called it observer pattern because whenever an
update comes, the artifact gets notified via an update call. Another interesting to
node is the getPayLoad function. The gossip system calls this function to serialize
the artifact.

Figure 3.4: Gossip Artifact
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3.4 Membership Lists

Membership list represents the active nodes in the system. It should get updated
both in case a new node enters and if a new node leaves the cluster. This is done
by heartbeats. Each node sends heart beats to other nodes letting them know its
alive. When a heart beat from a new node is received, the receiving node adds the
sender node to its list of active nodes. However, to increase the speed at which
membership lists get updated, along with heartbeat, the entire membership list is
also sent. This dissemination of heart beats is done by Gossip Protocol.

In case a node doesn’t hear from a node for T _F AI L time, it stops sending in-
formation of that node to other nodes during heartbeats. If it doesn’t hear from
a node for T _RE MOV E time, it removes the node from the membership list en-
tirely. T _RE MOV E > T _F AI L because if a node is removed prematurely, it will get
added soon via heartbeats as a new node and in effect the dead node will never
be removed from the cluster.

In conclusion, gossip protocol requires membership lists to work and member-
ship lists need gossip protocol to work and hence forming a cyclic dependency.
That is why the MembershipList is an GossipArtifact.

The figure 3.5 shows the class diagram of MemberNode. Any entity which wants
to be a node in the system needs to contain MemberNode object. This object can
then be used to register gossip artifacts. The node internally will be running
gossip protocol, maintain membership lists and disseminating information of the
artifacts via gossip.

Note that when a node joins the cluster, it has to be introduced to an introducer
node.

3.5 Consistent Hashing

Consistent hashing is one of the ways to shard a system. In this method, the nodes
all fall on a ring numbered from say 0 to N. When a request comes, the position
for the key on the ring is calculated. Then the nearest clockwise node is the node
that needs to serve the request.

The position on the ring is calculated as follows hash(ke y)%N . For this project,
I found that std::hash worked fairly well.

Note that the information of the ring is also a gossip artifact.
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Figure 3.5: Member Node
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3.6 Bringing Everything Together

The following is the class diagram of all structures involved in the distributed
cache system everything coming together!

Figure 3.6: Big Picture
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4 Experiments and Results

To run the experiments, I put a 50ms delay for the database and a 10ms delay for
the cache system irrespective of the cache hit or miss. There was also around 3ms
delay per query on the network.

Therefore for a single node system, If there was a cache miss, the response time
was around 65ms. If there was a cache hit, the response time was around 13ms.

For a distributed cache system, if there was a cache miss, the response time was
around 70ms. If there was a cache hit, the response time was around 15 ms. There
is a slight overhead in a distributed node system as compared to a single node
system because there is an extra hop involved in processing the query. Another
reason could be increased network load.

The following is the graph of the response time as the queries progress.

Figure 4.1: Graph of Result

We can see that the single node system stagnates relatively quickly in perfor-
mance. However, the distributed system continues to improve.
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5 Conclusion

5.1 Summary

I have successfully designed and implemented a distributed cache system. I have
used several distributed concepts such as Gossip Protocol, Membership Lists,
Sharding and Consistent Hashing. I have managed to demonstrate an improve-
ment in performance in a distributed cache compared to a single node cache.
I have also learnt how to work with threads, mutexes to write efficient multi-
threaded programs in C++.

5.2 Success Factor

I had initial success in my system. However, once I started running experiments
by firing queries in parallel instead of sequentially one by one, the system got
stuck. The whole system became unresponsive for a while and then automatically
resolved itself.

Lot of effort was put into drilling down on the issue and fixing it but didn’t have
much success.

The whole system went to a halt without any error, therefore I first suspected
that some sort of deadlock was happening. However, it always seems to "recover"
on its own after sometime. But still I went through the whole code to see if any-
thing is missed. Also to confirm that deadlock wasn’t the issue, I profiled the
amount of time it took to acquire a lock, it was always < 3ms. So I concluded
deadlock wasn’t the issue.

I noticed that some network calls were blocking, so I profiled network opera-
tions, the read/write message into socket was always fast < 2-3 ms. However, the
getSocketConnection() suddenly took so much time and it even timed out. Now
either this was a network issue or the server was not accepting a request because
it was busy. I logged the server queue size and the number of used threads and
this wasn’t the case, after this it was a dead end, not sure what to do from here.

A lot of experiments and tests planned couldn’t be executed due to this issue.

Event though this project met a roadblock, I wouldn’t call it a failure, I learnt a
lot. I implemented the gossip protocol and the consistent ring successfully. The
basic distributed LRU cache works properly as well. This was the first time I did a
project with significant multithreading and networking aspects. Apart from that I
also learnt a lot of C++ and got a chance to use some design patterns as well. The
gossip protocol itself seems to be extremely well implemented and worked well
even when this issue happened.
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5.3 Future Work

In this project, I implemented some algorithms, concepts and techniques to create
a distributed cache. A lot of experiments can be run to test the robustness of the
system during failure and network partition. Further experiments can be done on
to measure performance of difference cache strategies in different conditions. On
a side note, while I have understood the distributed algorithms and concepts well,
I have a lot to learn on how they are actually implemented in real systems. For
this, I should study the code of open source products like Cassandra and Reddis.
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